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Era of Multi/Manycore processing

Constant increase of the number of corgs Interconnect delay becomes the
multi/many-core processingBatten2014]. major challenge EFMoursy2005].
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Data collected by M. Horowitz, F. Labonte, O. Shacham, K. Olukotun, L. Hammond, C. Batten

To keep up with demands on computational power, we need to:
A Increase parallelism.

A Providean efficient and lowpower interconnect infrastructuréo achievebetter
scalability, bandwidth, and reliability.
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Design Challenges bfanycoresystems

(a) Parallelism (actual f at marker) (b) Power budget
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Challenge on parallelism and power budget on application speatd8pm [Esmaeilzadeh2013].
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Emerging Interconnect Paradigms

ARF/Wireless Replacing orthip wires by integrated eohip
antennas to communicate with electromagnetic waves, |
free space or guided medium.

ACarbone NanotubeUsing of carboiased interconnect to
replace the Cu/lowk technology.

APhotonic Using photon instead of electron to transfer
data.

ANetwork-on-Chips Electronic networks were designed ot
a chip to allow parallel data transmission.

A3D Integration Stacking multiple layers to obtain smaller
footprints and shorter intrdayers interconnects.

Achraf Ben Ahmed, Tsutomu Yoshinaga, Abder az ek BSearbleAHhatamit Neavbrks-oritChip Architecture Based on a Novel
Wavelength-Shifting Mechanismo IEEE Transactions on Emerging Topics in Computing, 2017 (in press). DOI: 10.1109/TETC.2017.2737016
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3D Integration Technology
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3DIntegration technologies: (a) Wire bonding; (b) Solder ballS{m)ugh SilicoVias
(TSVs); (d) Wireless stacking.
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Kogge-Stone Adder | Log shifter 16 Log shifter 32
# of input bits 16-bits 32-bits
Delay Power Delay Power Delay Power
2 planes -20.23% -8% -13.4% -6.5% -28.4% -8%
3 planes -23.60% -15% - - - -
4 planes -32.70% -22% - - -

3D vs 2D Integration: Power consumption d&tetformance Yaidyanathan2007].
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Network-on-Chip

Network
Interface
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AProcessindelementsare attached to routers vidNetwork
Interfaces.

ANetworkis established from a set of routers in a specific
form andtransactionprotocols.

AData transmissionsetween PEsre handledy routing
Inside the network.
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3D Network-on-Chip(3D-NoC)

AAmong theexisting interconnecinfrastructure (e.g. Bus
Pointto-Point), Network-on-Chip offers high parallelism
scalabilityandhigh resourcaisabllity

A3D-ICintegration is considered as the future of @&l can
Improvethe performance, reduce the footprint, decrease
the powerconsumption, anallows multipletechnologies
Integration

A3D-NoC inheritghe benefitsof both 2D and 3BC
technologies

AHowever, due to the vulnerability of deep suticron
devices andhe high defect rate of TSVs, NoCs are
predictedto encounterthe reliability challenge.




TSV Reliabllity Issue

AThe defect rate of TSVs is considerably high which
negatively impacts the overall yield.

Aln addition, due to the nature difficulties on thermal
removal and the stress issue, -BDs may be corrupted
during operation.
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Several implementation TSV with the defect rate and the impact on yieldJiateg2013.
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